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I. SYSTEM CHARACTERIZATION AND EXPERIMENTAL SETUP

A. Qubit dispersively coupled to a cavity mode

The qubit studied in this experiment follows the superconducting 3D transmon design [31] and was already used and
described in Ref. [3] (note however that the qubit underwent several cycles to room temperature since then). It consists
of a single aluminum Josephson junction connected to two 0.4×1 mm2 antennas forming a large capacitance shunting
the junction, so that it behaves as a weakly anharmonic resonator. The antennas couple to the electromagnetic field,
so that the system can be driven with microwaves. By addressing only the transition between the ground and first
excited states, we isolate an effective qubit at fq = 6.27 GHz with anharmonicity α = 160 MHz.
The transmon is embedded in a 26.5 × 26.5 × 9.5 mm3 copper cavity, anchored at the base-temperature (20 mK)
of a dilution refrigerator. The system is probed via two transmission lines terminated with SMA connectors whose
central pin dips inside the cavity. The cavity energy damping rate κ/2π = 2.8 MHz is dominated by the coupling to
the "out" transmission line, κout ' 0.9 κ, which is connected to the detector of qubit fluorescence. The first cavity
mode (TE110, resonating at fc = 7.86 GHz) dominates the electromagnetic environment of the transmon. Indeed, the
transmon chip is placed at the maximum of the TE110 field and its antennas are aligned with the field polarization,
whereas the next cavity mode (at 11.5 GHz) has an amplitude node at the transmon position. It has two important
implications.

First, the qubit and cavity TE110 mode are strongly coupled and described by the dispersive hamiltonian [25]

H = hfca
†a+ hfq

σz
2 − hχa

†a
σz
2 , (S1)

where the dispersive shift χ = 9.7 MHz allows to modulate the qubit frequency ("FM box" in Fig. 1) according to
the scheme described in Sec. I F based on AC-Stark effect [25, 26]. Second, by dressing the transmon states, the open
cavity mode allows to implement a monitored dissipation channel. The qubit can indeed decay by emitting photons
at fq into the transmission lines probing the cavity [32] (see Fig. S1), by Purcell effect [17].

From continuous wave reflection and transmission measurements close to fc, we find that thermal excitation of the
qubit is negligible. Then the Lindblad master equation ruling the qubit density matrix ρ0 dynamics reads

dρ0(t)
dt = − i

~
[H, ρ0(t)] + γ1D[σ−]ρ0(t) + γφ

2 D[σz]ρ0(t), (S2)

where D is the Lindblad damping superoperator defined by D[L]ρ = LρL†− 1
2L
†Lρ− 1

2ρL
†L and γφ is the dephasing

rate. The latter reads γφ = γ? + γm = (22 µs)−1, where γ? = (30 µs)−1 corresponds to pure dephasing and
γm = (84 µs)−1 corresponds to measurement induced dephasing by the FM box (see Sec. I F for more details).

B. Cryogenics

The low temperature and pure dephasing rate of the qubit are partly achieved through careful filtering and isolation
of the transmission lines used to measure the system, Fig. S1.
On the one hand, the "Input" and "Reflection" lines, which allow to send microwaves to probe and drive the system,
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Figure S1: Schematics of the refrigerator wiring. Discrete attenuators (XMA corp.) are distributed along the microwave
lines ("input", "reflection probe" and "JPC pump") in order to thermalize the signals at each stage. Filters are added to protect
the 3D transmon from infrared radiation. The fluorescence field on the "out" line is amplified by reflection on the JPC and
routed out of the fridge after further amplification. Circulators on the output lines isolate the system from the amplifier noise.

are heavily attenuated and filtered in order to ensure that negligible thermal excitations can reach the 3D transmon.
A commercial low-pass filter (from K&L) with 12 GHz cut-off frequency is used at the still stage (850 mK), while
a homemade low-pass filter consisting in a microstrip line enclosed in an infrared tight box filled with Eccosorb is
inserted at base temperature.
On the other hand, several cryogenic circulators (Quinstar corp.) are placed at the output port of the 3D transmon
in order to isolate it from the noise coming back from the amplifiers. The closest amplifier consists in a Josephson
Parametric Converter [18, 19] (used as a near-quantum-limited non-degenerate preamplifier with +25 dB gain and
3.3 MHz bandwidth pumped at 14.8 GHz) followed by a low noise HEMT (High Electron Mobility Transistor) amplifier
with 30 dB gain from Caltech University.
Protection from external magnetic noise is also achieved by enclosing the transmon copper 3D cavity and the JPC
in a cryoperm shield and by further wrapping them in a superconducting aluminum foil to shield residual magnetic
fields.
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C. Measurement and feedback setup
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Figure S2: Feedback and measurement setup schematics at room temperature. The fluorescence signal that exits
from the refrigerator is split to be used for qubit tomography at the end of each experiment and for implementing the three
"boxes" of the feedback loop (see Fig. 1). We highlight in dark green (resp. brown, red) the part of the circuit corresponding
to the FM box (resp. Rabi box, drift box). Frequency conversion of the signal is achieved by mixing the signals with properly
attenuated LO’s so that each mixer works with nominal input powers. Down-conversion allows for tighter band-pass filtering
of the signals. Four different signal generators are used as LO’s. Their relative phase drifts on the order of the hour, which
needs to be corrected for, despite synchronization to a unique atomic clock reference.

The amplified signal at the output of the refrigerator is split in two parts (see Fig. S2). One part is used to perform
tomographic measurement of the qubit state, while the other one is used as an input of the feedback loop.

• Tomography of the qubit state is performed through heterodyne detection of the fluorescence field amplitude
once the feedback loop and driving of the qubit have been stopped, which is done using the RF-switch and by
turning off the 40 MHz signal of the AWG (bottom in Fig. S2, used to implement the Drift box). The fluorescence
signal at fq is first downconverted to 50 MHz by mixing it with a local oscillator (LO) at fq + 50 MHz (in blue),
then digitized at 500 MS.s−1 by an Alazar ATS9351 board and finally numerically demodulated and integrated
over a time T = 5 µs. According to Eq. (1) and references [22, 34–36], the two obtained quadratures read, as a
mean, {

VI,int = λ
∫ T

0
√

ηγ1
2 〈σx〉tdt = λ′〈σx〉0

VQ,int = λ
∫ T

0
√

ηγ1
2 〈σy〉tdt = λ′〈σy〉0

, (S3)

where λ is an a priori undetermined prefactor accounting for the overall gain of the detection setup and
λ′ = λ

√
ηγ1
2

1−e−γ2T

γ2
. The prefactor λ′ is easily calibrated by preparing the qubit in (|e〉+i|g〉)/

√
2 corresponding

to 〈σy〉0 = 1. One can therefore access both 〈σx〉 and 〈σy〉. Measurement of 〈σz〉 is carried by first rotating
the qubit state by π/2 around σy before measuring the quadratures VI , VQ, thus mapping 〈σz〉 to 〈σx〉. The
rotation is achieved by applying a high power drive pulse at fq which is generated by single side-band mixing
of an LO at fq + 40 MHz (in red) with a 40 MHz windowed waveform from an Arbitrary Waveform Generator
(AWG) 5014B by Tektronix. In order to get high fidelity of the qubit rotation, the pulse was short and intense,
thanks to an RF-switch¬ that allows to avoid the following 30 dB attenuator. Note that tomography through
heterodyne measurement of the fluorescence was preferred to more usual dispersive measurement of the cavity
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because in our case the nearly-quantum-limited JPC preamplifier is centered at fq and not fc. We however
explicitly verified that dispersive measurements yield identical results as fluorescence measurements. To do so,
the "blue" LO was set at fc + 50 MHz, and was used both to generate and measure microwave pulses at fc
(dotted transmission line) transmitted across the cavity.

• The feedback loop starts by amplifying the signal coming from the refrigerator and splitting it in two parts.
The lower one on Fig. S2 implements the Rabi box while the upper one implements the FM box. In the Rabi
box, the signal is first downconverted to 40 MHz by mixing with an LO (red) at fq + 40 MHz, which is itself
generated by mixing another LO (orange) at fq + 70 MHz with a continuous sine wave at 30 MHz generated
by the AWG. The phase of this 30 MHz wave can be set arbitrarily and therefore allows to control the total
phase shift α in the Rabi box. Then the fluorescence signal (now at low-frequency) is further amplified while
spurious noise is tightly filtered out of a 25 MHz bandwidth. The resulting signal is finally upconverted back to
fq and goes through a variable attenuator allowing us to tune the total gain GR of the Rabi box. In the FM box,
the fluorescence signal is similarly first amplified and filtered tightly on a 2 MHz bandwidth at low frequency.
It is then upconverted to fc + 100 MHz (by mixing with the green LO), goes through a variable attenuator
allowing to control the total gain GFM and combined with a constant tone at the same frequency. This tone is
obtained by mixing the LO (green) at fc + 170 MHz with a continuous sine at 70 MHz generated by the AWG;
its phase allows to control the phase β of the fluorescence signal quadrature that will be used to modulate the
qubit frequency (see Sec. I F). The constant drive of the Drift box (see Fig. 1) is implemented by attenuating
by 30 dB the same LO as the one that is used for mapping 〈σx〉 to 〈σz〉 during tomography, and hence shares
the same phase reference as the final state tomography.

D. Electrical delays in the loop

ADB
ACB

(a) (b)

(c)

Figure S3: Transmitted signal from A to C on Fig. S2 through various parts of the circuit, for a square input signal triggered
at t=200 ns. (a) through D (b) through C (c) from B to A through the refrigerator. The square signal is distorted by the finite
detection bandwidth and the various bandpass filters along its propagation. The most heavily filtered path is ADB.

In order to measure the propagation time of the signal in the Rabi and FM boxes, we generate a square pulse at fq,
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send it through various parts of the circuit and measure it with the Alazar board. In Fig. S3a (resp. b, c), the time
trace recorded by the board corresponds to a pulse starting at t = 200 ns and going from point A to point B through
point D (resp. point C, and B-fridge-A) of Fig. S2. The arrival time of the pulse is taken at the middle of the rising
edge since the square shape is distorted by various filters which induce group delays that must be taken into account.
We obtain {

TRabi = TACB − Tmeas + Tfridge − T ′meas = 125 ns
TFM = TADB − Tmeas + Tfridge − T ′meas − T2MHz = 115 ns , (S4)

where we have subtracted the time Tmeas (resp. T ′meas) required by the square pulse to go from the AWG to point
A ( resp. B) and then from point B to the detector (resp. A to detector). We have also subtracted the group
delay T2MHz = 210 ns of the 2 MHz bandpass of the FM box since it will be explicitly taken into account in the
Monte-Carlo simulations. Note that the JPC was turned off during the measurement of Tfridge, so that its dynamics
does not contribute to the measured delay.

E. Detection efficiency

The total measurement efficiency η of the relaxation channel that appears in Eqs. (1, S3) depends on both the
probability that a relaxation event triggers the emission of a photon and on our capacity to detect this photon.

The total qubit decay rate γ1 includes the effect of spurious and unknown relaxation processes beyond fluorescence.
We call ηrad the fraction of relaxation events that lead to the emission of a photon. It is defined by the associated
Purcell induced relaxation rate γPurcell = ηrad γ1. This rate depends on the electromagnetic environment of the system
as [32] γPurcell = 2Re[Y (fq)]

Im[Y ′(fq)] , where Y is the admittance seen by the Josephson junction of the transmon. However,
this rate cannot be precisely estimated in our experiment due to the uncalibrated impedance of the transmission lines
probing the cavity. Note that a simple model including a single cavity mode coupled to an ohmic environment [32]
does not work here since it yields an estimated value γPurcell = κ χ

2α ' (1 µs)−1, which is larger than the measured
qubit decay rate γ1 = (4.7 µs)−1.
Note that the coupling κout to the output line was intentionally chosen to dominate the one of the input line and

the cavity internal losses in order to maximize the collection efficiency ηcoll on the output line, where the heterodyne
detection takes place. Indeed, for perfect transmission lines (constant impedance) one would get ηcoll ' κout

κ .
The total detection efficiency η is thus reduced by the unknown factor ηradηcoll compared to the sole detector

efficiency ηdetec so that

η = ηrad × ηcoll × ηdetec. (S5)

In order to estimate the total measurement efficiency η, we compare the mean value of the fluorescence signal to the
amplitude of its fluctuations. The former is given by Eq. (S3) while the latter, according to Eq. (1), has a standard
deviation σ = λ

√
T for T = 5 µs� 1/2πB (where B = 3.3 MHz is the detection bandwidth set by the JPC). Fig. S4

shows the 2D histogram of around 3000 measurements of (VI,int, VQ,int) for the qubit prepared in |g〉 from which
we extract σ. The point A furthermore shows the measured value of (VI,int, VQ,int) when the qubit is prepared in

(|e〉+ |g〉)/
√

2. We then obtain η = 2
(

VI,int
1−e−γ2T

)2
γ2

2
γ1

T
σ2 = 35± 1 %.

F. Frequency Modulation of the qubit

Following Gambetta et al. in [37], when the cavity is driven with a detuned microwave at fc + ∆ of amplitude ε(t),
the qubit resonance frequency is shifted by δf = w/2π (AC Stark shift) and its coherences are damped with an extra
dephasing rate γm (measurement induced dephasing), which are given by{

γm(t)/2π = χ Im[αe(t)αg(t)∗]
δf(t) = χ Re[αe(t)αg(t)∗]

, (S6)

where αg,e are the coherent states developing in the cavity when the qubit remains in |g〉 and |e〉. They are governed
by the following equations of motion{

α̇g(t) = 2πi(∆− χ
2 )αg(t)− κ

2αg(t) + ε(t)
α̇e(t) = 2πi(∆ + χ

2 )αe(t)− κ
2αe(t) + ε(t) . (S7)
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Figure S4: Density plot of the histogram of measured values of the two quadratures VI , VQ of the fluorescence field for a set of
2880 independent samples where the qubit remains at thermal equilibrium. The point A indicates the average value of another
set of measurements corresponding to a qubit initially prepared in (|e〉+ |g〉)/

√
2.

In phase

Out of phase

Figure S5: Measured value of the ac-Stark shift of the qubit frequency as a function of a signal in phase (blue dots) or out of
phase (yellow dots) with the constant microwave drive of large amplitude ε0 and phase β.The horizontal scale is in arbitrary
units, but the gray region delimits the typical values taken by the output signals in the experiment. Solid lines correspond to
the quadratic fit used in the simulations.

If the amplitude ε(t) varies much more slowly than the detuning time ∆−1, the cavity states αg,e take at each time
the value corresponding to the stationary solution of Eq. (S7) for the current value of ε:{

αg(t) ' αg,stat(t) = 2ε(t)
κ−2iπ(2∆−χ)

αe(t) ' αe,stat(t) = 2ε(t)
κ−2iπ(2∆+χ)

. (S8)

In this case, one can check that γm
δf →

∆→∞
0. A large enough ∆ thus allows to modulate the qubit frequency without

inducing detrimental extra dephasing. One also sees that the qubit frequency shift δf(t) is proportional to |ε(t)|2.
However, the feedback law requires δf to depend linearly on a single quadrature Vβ(t) = VI(t) cosβ+VQ(t) sin β of the
fluorescence field (see the "FM box" in Fig. 1). To achieve this, the fluorescence signal is combined (after upconversion
to fc + ∆) with a constant microwave at fc + ∆ of large amplitude ε0 and phase β. Following Eqs. (S6) and (S8), the
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resulting shift of the qubit resonance frequency is

w(t)/2π = χRe[αe,stat(t)αg,stat(t)∗] = R′G′2|ε0eiβ +G(VI(t) + iVQ(t))|2 = R

ε20 + 2Gε0Vβ(t) +G2
(
V 2
β + V 2

β+π
2

)
︸ ︷︷ ︸

o(ε0)

 ,

(S9)
where R = R′G′2 = Re[ 4χ

(κ−2iπ(χ−2∆))(κ−2iπ(χ+2∆)) ]×G′2 and G (resp. G′) accounts for the overall gain experienced
by the feedback signal before (resp. after) it is combined with the constant microwave.
We argue that the first order approximation leading to the last equality of Eq. (S9) is valid since the frequency offset
Rε20 = 810 kHz is much higher than the fluctuating term 2RGε0Vβ(t)whose standard deviation is GFM

√
Bf/2π ≤√

γ1Bf/8η/2π ' 65 kHz. This statement is directly verified in Fig. S5, which shows measured values of the Stark
shift as a function of the amplitude of a signal sent in phase (blue points) or out-of-phase (orange points) with the
constant microwave. It appears that the Stark shift is to a very good accuracy linear in the in-phase signal (that is
Vβ) and independent of the out-of-phase signal (that is Vβ+π/2) on the typical range of Stark shifts required by the
feedback law (gray range in Fig. S5).

II. CLOSED-LOOP MASTER EQUATION

A. Derivation and theoretical analysis

1. Preliminary: the SISO case

For simplicity, we first consider the case of a Single Input Single Output (SISO) Markovian feedback following
[5, 6, 24]. We also neglect the pure dephasing of the qubit so that the only decoherence channel is a relaxation
channel monitored by homodyne detection with efficiency η as in [4]. In the absence of feedback, the system is
governed by the following Stochastic Master Equation (SME)[2]

ρ(t+ dt)− ρ(t) = − i
~

dt[H, ρ(t)] + γ1dtD[σ−]ρ(t) +√ηγ1dWtM[σ−]ρ(t), (S10)

with damping and measurement super operators D andM defined by{
D[L]ρ = LρL† − 1

2L
†Lρ− 1

2ρL
†L

M[c]ρ =
(
(c− 〈c〉)ρ+ ρ(c† − 〈c†〉)

) . (S11)

The output signal VI verifies (note that η is replaced by 2η in Eq. (1) in case of homodyne detection)

VIdt = √ηγ1〈σx〉dt+ dWt. (S12)

The controller associated with a SISO Markovian feedback (similar to the "boxes" of Fig. 1) simplifies into

u(t) = g × VI , (S13)

where g is a constant scalar gain. The signal u(t) modulates the strength of a control Hamiltonian which we call ~σ1
(typically σ1 = σx, σy or σZ for rotations around the axes of the Bloch sphere; the factor ~ is introduced to simplify
notations below), such that the actual feedback action is given by H1(t) = ~g×VI σ1. We also possibly add a tailored
constant term to the open-loop Hamiltonian H, modifying it into H0.

The noise signal Wt is singular, since its variation during a time step dt is of order
√

dt and thus much larger than
the time step dt itself. Therefore, we would not obtain the correct closed-loop evolution if we simply replace H by
H0 +H1(t) in Eq. (S10). Indeed due to the singular nature of Wt, the dominant term in the closed-loop evolution, as
we take the limit dt → 0, depends on the order of infinitesimal operations involving Wt. The SME (S10) is a model
in the sense of Itô, where preserving the physical causality simply corresponds to taking the order of operations: first
apply the open-loop evolution (with Hamiltonian H0) from t to t + dt, and then use the measurement record VI to
apply the unitary e− i

~H1(t). The closed-loop evolution of ρ thus reads

ρ(t+ dt) =
e−

i
~H1(t)dt

{
ρ(t)− i

~dt[H0, ρ] + γ1dtD[σ−]ρ+√ηγ1dWtM[σ−]ρ(t)
}
e+ i

~H1(t)dt.
(S14)
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We now simplify this formula using Itô rules, which state that dWt = 0 and dW 2
t = dt. Via the Baker-Campbell-

Hausdorff formula

eABe−A = B + [A,B] + [A, [A,B]]/2 +O(||A||3) (S15)

with {
A = −igσ1(√ηγ1〈σx〉dt+ dWt)
B = ρ(t)− i

~dt [H0, ρ] + γ1dtD[σ−]ρ+ 2√ηγ1dWtM[σ−]ρ (S16)

and neglecting terms of order O(dt3/2) we get the effective master equation

ρ(t+ dt)− ρ(t) = −idt[H0
~ + g

√
ηγ1
2 (σ−σ1 + σ1σ+), ρ(t)]

+dtD[L1]ρ(t) + 2√ηdWtM[L1]ρ(t)
+dtD[L2]ρ(t) + 2

√
1− ηdWtM[L2]ρ(t),

(S17)

with {
L1 = √

γ1σ− − ig
√
ησ1

L2 = −i
√

1− ηgσ1
. (S18)

Note that a constant drift Hdrift = g
√
ηγ1
2 (σ−σ1 + σ1σ+) has appeared in the effective hamiltonian. Compensating

this term, or adjusting it to a given value, is the reason why we have introduced the modified constant drive H0.
Such constant drives are necessary to stabilize an arbitrary state of the Bloch sphere (see Eq. (S25)).

More importantly, for efficiency η = 1, the effect of the feedback is thus to modify the initial damping operator√
γ1σ− into an effective damping operator √γ1σ− − igσ1. Appropriate choices of gσ1 hence allow to engineer the

dissipation in order to stabilize other states than |g〉. This has been studied in detail by the authors of [5, 6, 24], see
also e.g. [38].
For instance, when choosing σ1 = σy and g = −2√γ1 so that L1 = √γ1σ+, dissipation now causes the qubit to relax
toward the |e〉 state. This feedback thus stabilizes |e〉 much like the open-loop system stabilizes |g〉.

For η < 1, a new damping operator L2 = −i
√

1− ηgσ1 appears, limiting the fidelity of the stabilized state to the
target state.

In this section, we have described a continuous, Markovian, feedback loop in the SISO (single-input, single-output)
regime. In practice, it describes a continuous feedback based on a homodyne detection. In the next section, we gen-
eralize the results to MIMO, which can model feedback using heterodyne detection, such as in the present experiment.

Before going on, let us comment on two straightforward variations on the effective SME (S17).

• First, when the initial master equation describes additional but unmonitored dissipative channels (e.g. dephasing)
these can just be added to (S17) exactly like in the initial SME. Indeed the feedback introduces an effect by
correlation between the noise introduced in a given damping channel and the same noise being fed back by the
controller; the other channels remain unaffected in the SME.

• Second and more straightforwardly, in the present experiment we are concerned with the average predicted
stabilization, so that the relevant part of (S17) is obtained by leaving out the two so-called "actuation terms”,
i.e. those proportional to dWt.

2. MIMO Markovian feedback

We now turn to the case of the present experiment, in which we perform heterodyne detection of the fluorescence
(2 inputs) and control the qubit by rotating its state around the three axis of the Bloch sphere (3 outputs) as shown
in Fig S6. In the absence of feedback, the system is governed by the following Stochastic Master Equation (SME)[2]

ρ(t+ dt)− ρ(t) = − i
~

dt[H0, ρ(t)] + γ1dtD[σ−]ρ(t) +
√
ηγ1

2 dWI,tM[σ−]ρ(t) +
√
ηγ1

2 dWQ,tM[iσ−]ρ(t), (S19)
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Figure S6: Scheme of the Multiple-Input-Multiple-Output feedback. The output of the measurement setup feeds the input of
the MIMO controller while the output of the latter feeds the control signals at the input of the refrigerator.

where WI,t and WQ,t are two independent Wiener processes. The Multi Input Multi Output (MIMO) gain, imposing
how each input influences each output (only the non constant parts are considered here), thus consists of a 2-by-3
matrix G δu(t)

δv(t)
w(t)

 = G×
(
VIt
VQt

)
. (S20)

The derivation of the closed-loop master equation for MIMO systems is derived by Chia and Wiseman in [14]. It can
be obtained with exactly the same computations as in the previous section, just involving a somewhat more involved
control action via H1(t). One still applies the infinitesimal unitary motion corresponding to the feedback action after
the associated open-loop evolution. In the computations related to applying Baker-Campbell-Hausdorff formula, the
equivalent of A in Eq.(S16) contains one noise term dW (j)

t per input channel j = 1, 2, ..., and Itô calculus must be
applied with the rules dW (j)

t dW (j′)
t = 0 if j 6= j′ (while for j = j′ we still have the rule (dW (j)

t )2 = dt). This yields a
new SME that is a generalization of the SISO case (S17).

The drift in the effective hamiltonian reads

Hdrift = ~
2

√
ηγ1

2
∑

α∈{X,Y,Z}

Gα,I(σασ− + σ+σα) +Gα,Q(iσασ− − iσ+σα) , (S21)

where, for compactness, we call Gα the rows of G, with the correspondence 1↔ X, 2↔ Y and 3↔ Z. As for the two
initial damping operators

√
γ1
2 σ− and

√
γ1
2 iσ− of the heterodyne measurement channels, they lead to four effective

damping operators 

LI,1 =
√

γ1
2 σ− − i

√
η

∑
α∈{X,Y,Z}

Gα,Iσα

LQ,1 = i
√

γ1
2 σ− − i

√
η

∑
α∈{X,Y,Z}

Gα,Qσα

LI,2 = −i
√

1− η
∑

α∈{X,Y,Z}
Gα,Iσα

LQ,2 = −i
√

1− η
∑

α∈{X,Y,Z}
Gα,Qσα

. (S22)

With these notations, the master equation becomes

ρ(t+ dt)− ρ(t) = − i
~dt[H0 +Hdrift, ρ(t)]

+dtD[LI,1]ρ(t) + dtD[LI,2]ρ(t)
+dtD[LQ,1]ρ(t) + dtD[LQ,2]ρ(t)
+dtD[

√
γφ
2 σz]ρ(t)

(S23)

where we have added an unmonitored dephasing term, and dropped the actuation terms in dW which are not used
in the experiment.
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3. Arbitrary state stabilization for η = 1

We now want to stabilize the pure state ρtarget = |ψθ,π2 〉〈ψθ,π2 | =
1
2 (1 + sinθσy + cosθσz), see Fig. 3c. As mentioned

in the main text, it can be generalized to any state of the Bloch sphere by changing its longitude using the knob of
the angle β in the FM box.

We first consider the case γφ = 0 and η = 1, where analysis is greatly simplified by the fact that LI,2 and LQ,2 are
zero. In principle, the state can be kept pure as we lose no information to the environment.

Much like the ground state |g〉〈g| is stabilized by D(σ−) with σ− = σx/2−iσy/2, the state ρtarget would be stabilized
with LI,1 = σx/2 − i(cos θσy − sin θσz)/2. It is clear that such LI,1 can be obtained, for any value of θ, with an
appropriate choice of the Gα,I .

For LQ,1 the same strategy is not possible for all θ, but we can get LQ,1 = U†θ (βθσ−+β′θσz)Uθ for some real βθ and
β′θ, where Uθ is a unitary matrix on the qubit Hilbert space satisfying U†θ |g〉〈g|Uθ = ρtarget. Writing down LQ,1ρL†Q,1
and 1

2L
†
Q,1LQ,1ρ in the basis rotated by Uθ we obtain respectively

(βθσ− + β′θσz)ρ̃(βθσ+ + β′θσz) and 1
2 (β2

θ |e〉〈e|+ βθβ
′
θσx + (β′θ)21)ρ̃ ,

where ρ̃ = UθρU
†
θ . In particular, at ρ̃ = |g〉〈g|, we have

Uθ

(
LQ,1ρL

†
Q,1 −

1
2L
†
Q,1LQ,1ρ−

1
2ρL

†
Q,1LQ,1

)
U†θ = −β

′
θβθ
2 (|e〉〈g|ρ̃+ ρ̃|g〉〈e|) (S24)

But for ρ̃ = |g〉〈g| we have as well −i[σy, ρ̃] = |e〉〈g|ρ̃ + ρ̃|g〉〈e|, so the effect of having β′θ 6= 0 is, on the target state
and only there, equivalent to having a Hamiltonian in σy on ρ̃. Therefore the effect of β′θ 6= 0 on the target state can
be compensated by adjusting H0 such that H0 +Hdrift is the appropriate multiple of U†θσyUθ.

This procedure leads to the following control parameters:u(t)
v(t)
w(t)

 =


0

√
γ1
8η (1 + cosθ)

−
√

γ1
8η (1 + cosθ) 0√
γ1
8η sinθ 0

×
(
VIt
VQt

)
and H0 = ~γ1

8 (1− cosθ/η)sinθ σx (S25)

In Eq. (S25), the first term of H0 compensates for Hdrift = −~γ1sinθ
8 σx whereas the second term is necessary to

compensate for the just discussed side-effect of LQ,1. We can then show that ρtarget is a stationary state of Eq. (S23)
for η = 1, meaning that − i

~dt[H0 + Hdrift, ρtarget] + dtD[LI,1]ρtarget + dtD[LQ,1]ρtarget = 0. For η < 1, we still have
LI,1 = −i U†θ σ− Uθ and LQ,1 = U†θ (βθσ− + β′θσz)Uθ, but the non-zero damping operators LI,2 and LQ,2 limit the
fidelity of the stabilized state to the target state. The controller (S25) is the one implemented in the experiment but
is not optimized to maximize the fidelity to the target state for η < 1. We will describe an optimal controller in the
next subsection, for the moment (S25) is to be considered with η = 1.

Having thus ensured that the target state is kept invariant by the closed-loop dynamics, it remains to check that all
the other states of the Bloch sphere indeed get attracted towards the target. Indeed, when considering, for example,
a SISO feedback loop with σ1 = σy and g = −√γ1, corresponding to homodyne detection of the fluorescence, one gets
an effective damping operator L1 = √γ1σx. Then for η = 1, although a system initially prepared in the state e.g. |+x〉
would not move in an ideal world, |+ x〉 is not attractive: if some small noise perturbs the initial |+ x〉, nothing will
attract the state back to this target. The goal of stabilization, or unconditional preparation, is precisely to ensure
that any (initial or perturbed) state is attracted back towards the target. In our system, thanks to the presence of
LI,1 which attracts all states to the target, we have good hope to satisfy this property. However, as the sum of two
stable linear operators is not necessarily stable, we must check how the system behaves under the combined effects of
LI,1, LQ,1 and Hdrift +H0.

For this we translate the master equation of the type
d
dtρ(t) = − i

~
[~ββ

′

2 σy , ρ(t)] +D[σ−]ρ(t) +D[βσ− + β′σz]ρ(t) , (S26)

resulting from a coordinate change by Uθ on (S23) with appropriate tuning, into Bloch coordinates. This yields:

d
dt

x(t)
y(t)
z(t)

 =

−x/2 + ββ′ + ββ′ (1 + z)− (2β′2 + β2/2)x+ ββ′ z
−y/2− (2β′2 + β2/2)y

−(1 + z) + ββ′ x− β2(1 + z)− ββ′ x

 .
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From this expression it is easy to conclude. Indeed for all values of β, β′, the y coordinate converges to 0 and is
decoupled from the others; the z coordinate converges to −1 independently of the other coordinates; and the x
coordinate, although influenced by the decaying z, also stably converges to zero. This demonstrates that every state
is attracted, in the usual basis, towards U†θ |g〉, which is the target state.

4. Targeting arbitrary states for η < 1

We have included the parameter η in (S25) to suggest how the tuning might be adapted for η < 1. Indeed with this
tuning, LI,1 and LQ,1 are independent of η. Thus if we neglect the effect of LI,2 and LQ,2, the closed-loop system
would still stabilize the target state perfectly for η < 1. One might then expect that, at least when η is close to 1, the
dynamics is dominated by LI,1, LQ,1, H0 + Hdrift which attract the state to the target, while the small perturbation
induced by LI,2 and LQ,2 limits the preparation fidelity. Pure dephasing and finite feedback delay also limit this
fidelity. All these effects will be taken into account in the simulations described in the following section. In that
case, the markovian controller defined in Eq. (S25) is not optimized to get as high a preparation fidelity to ρtarget as
possible. In the following paragraphs we provide an analysis that includes LI,2 and LQ,2

It is not too difficult to analytically compute the optimal tuning parameters for (S23) when η < 1. For this we first
translate (S23) into Bloch coordinates for general feedback parameters G and H0. This gives an equation of the type

d

dt

x(t)
y(t)
z(t)

 = A

x(t)
y(t)
z(t)

+B (S27)

with A a 3-by-3 matrix and B a 3-component vector, both composed of second-order polynomials in the control
parameters. We then fix a target value for θ, impose y = z tan(θ) and require the target to satisfy A (x ; y ; z ) = −B
in order to remain invariant. The purest state achievable at colatitude θ on the Bloch sphere is then obtained by
maximizing z over all control parameters, subject to the constraints of the previous sentence. The variable x luckily
plays a minor role and a few smart combinations of the variables allow to reduce the constrained optimization problem
to solving second-order polynomials. This allows to get the following optimal tuning parameters, for γφ = 0:

u(t)
v(t)
w(t)

 =


0

√
γ1
8η (1 + cf )

−
√

γ1
8η (1 + cf ) 0√
γ1
8η sf 0

×
(
VIt
VQt

)
where


f = (1− η) 1−cos2 θ

1+cos2 θ

cf = cos θ
√

1− f2 − f
sf = sin θ

√
1− f2 + 2f/ tan θ

, (S28)

and

H0 =
(

~γ1

8 sf (1− cosθ/η)sinθ − ~γ1

8η

(
(1 + c2f )(2 + 3 sin2 θ)− (1 + cos2 θ)s2

f − 4
2 cos θ sin θ + 3cf (1− η) tan θ

) )
σx . (S29)

We finally estimate the exponential rate at which the state converges to the equilibrium with a so-called Lyapunov
technique from control theory. Denoting by ∆s(t) ∈ R3 the difference between the Bloch vectors of the actual state
vector and of the equilibrium, one computes by simple evaluation that under the dynamics given by (S27) we have

d

dt ||∆s||
2 ≤ −||∆s||2/T1

for any parameter choice according to (S28) or (S25), and for any η. This gives the convergence rate reported in the
main paper. If desired, for any given values of θ, η, a more accurate convergence rate can be obtained by numerically
computing the eigenvalues of the matrix A in (S27).

One can check as above that all the states indeed get attracted to the equilibrium. Indeed for any values of the
tuning parameters and any η, the linear system d

dts = As with s ∈ R3 and the matrix A defined in (S27), is ensured
to converge to s = 0. (This more general result covers the case worked out above for η = 1.) One quick way to prove
this is with a so-called Lyapunov function, e.g. showing that d

dt (s
† s) is always strictly negative except when s = 0.

The associated best achievable radius Ropt in each direction is given by

1
Ropt

= 1
η

√
1− f2 + 2 cos θ

1 + cos2 θ

(
1
η
− 1
)
.
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Figure S7: Spanned ensemble of states in the Bloch sphere that are stabilized by Markovian feedback aiming at targets of the
form |ψθ,π/2〉, for η = 0.35. The curves correspond to feedback laws proposed in Control (S25) and used in the experiment (i.e.
neglecting the effect of LI,2 and LQ,2) for the red line and in Control (S28) (i.e. the optimal one for γφ = 0) for blue.

It is depicted on Fig. S7 for a value η = 0.35, and compared to the theoretical radius achievable when tuning the
controller according to (S25). The predictions for targets close to |g〉 and |e〉 are similar. For target states closer
to the equator of the Bloch sphere, there is a significant difference, showing that the controller (S25), which is used
in the experiment, is not optimal. We did not try to implement the optimal controller (S28) but the fidelity of the
stabilized states seem to be anyway limited by another mechanism (see next section).

III. SIMULATIONS

A. Limitations of the calibration procedure for the gain

Let us recall how GR and GFM are set in the experiment. The gain of the Rabi box GR is first varied while the FM
box is turned off, and the resulting stabilized states are fitted to the results of numerical simulations with a scaling
factor accounting for the attenuation of the lines (see Fig. 2). The experimental data is well reproduced, and we can
thus determine the loop gain (in practice set by the a variable attenuator on Fig. S2) for which GR =

√
γ1
8η (1 + cos 0).

Once this gain is known, we turn on the FM box and aim at stabilizing |Ψπ
2 ,
π
2
〉 = (|e〉 + i|g〉)/

√
2 by setting GR =√

γ1
8η (1 + cos π2 ). The gain GFM is then swept over a wide range of values. Since the simulations do not reproduce

accurately the resulting data, we cannot calibrate for the unknown scaling factor accounting for the attenuation of
the lines in the FM box. We heuristically use the gain Gopt for which the stabilized state has the largest coherences
as a reference. To stabilize an arbitrary state |Ψθ,π2

〉, we then choose, mimicking the controller (S25),{
GR =

√
γ1
8η (1 + cos θ)

GFM = Gopt sinθ
. (S30)

This supplementary degree of freedom in the choice of GFM could lead to an increase of the coherence of the states
stabilized by the experiment (red dots on Fig. 3c) compared to the predictions computed from the controller (S25)
(red curve).

However the stabilized states have a reduced fidelity to the target state compared to the predictions from the
simple controller (S25). In the following section, we describe Monte-Carlo simulations that were performed to take
into account the experimental setup imperfections such as finite detection efficiency, electrical delays or non-linearity
of the FM box, whose calibration is described in Sec. I.
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B. Monte Carlo simulations

In this section, we explain how are performed the numerical simulations we use to model the experiment and
investigate the effect on the feedback performance of the various parameters characterizing the setup.

Imperfections of the feedback loop such as finite propagation time lead us to perform Monte-Carlo simulations.
These consist in simulating individual quantum trajectories [1, 2, 39] of the qubit under heterodyne detection and in
presence of feedback. Each trajectory corresponds to the evolution of the qubit state on a single experiment and is
conditioned on a given, simulated, output of the detector. This so called measurement record is randomly generated
with the appropriate statistics. By averaging many such trajectories, we then reconstruct the qubit density matrix
ρ(t) experimentally measured by tomography.

Every trajectory simulation starts at time t = 0 in the state ρ(0) = |g〉〈g| and is run with a time step dt = 10 ns
(several times smaller than the filter characteristic times) up to a time t � T1. At each time step dt we start from
ρ(t) and do the following.

• Generate two random numbers dWI,t and dWQ,t with gaussian distribution of variance dt that implement two
independent Wiener processes.

• Compute the quadratures of the unfiltered fluorescence signal VItdt and VQtdt using{
VItdt =

√
ηγ1
2 〈σx〉ρ(t)dt+ dWI,t

VQtdt =
√

ηγ1
2 〈σy〉ρ(t)dt+ dWQ,t

. (S31)

• Apply to them a B = 3.3 MHz first order filter modeling the JPC (Josephson Parametric Converter) finite
bandwidth
{V JPC

It
, V JPC
Qt
} = { λVIt + (1− λ)V JPC

It−dt
, λVQt + (1− λ)V JPC

Qt−dt
}, with λ = πBdt.

• Similarly, compute the quadratures of the signal at the output of the narrow 2 MHz bandpass filter of the FM
box. This filter is modeled as a fourth order filter whose parameters are determined by measuring its transfer
function.
{V FM

It
, V FM
Qt
} = {F (4)(V JPC

It
, V FM
It−dt

, V FM
It−2dt

, V FM
It−3dt

, V FM
It−4dt

),F (4)(V JPC
Qt

, V FM
Qt−dt

, V FM
Qt−2dt

, V FM
Qt−3dt

, V FM
Qt−4dt

)}.
Note that since the other filters have bandwidths much larger than the one of the JPC, their effect on the signal
shape is negligible. The corresponding group delays simply contribute to the total propagation time across the
lines (see Sec. ID).

• Compute the values of the control parameters δut, δvt and wt.

(
δut
δvt

)
= GR ×

(
cosα sinα
− sinα cosα

)
×
(
V JPC
It
V JPC
Qt

)
, (S32)

wt = GFM × (cosβ sin β) .
(
V FM
It
V FM
Qt

)
+ e×G2

FM ×
(
(V FM
It )2 + (V FM

Qt )2) . (S33)

The parameter e models the small non-linearity of the Stark shift δf(t) of the qubit frequency. It is measured
by fitting with a quadratic law the dependency of δf on Vβ and Vβ+π

2
(continuous lines in Fig. S5).

• Compute the control hamiltonian by taking into account the finite propagation times of the signal
Hcont
t = (u+ δut−TRabi)σx + (v + δvt−TRabi)σy + wt−TFMσz.

• Compute the open loop evolution using

ρopen(t+ dt) = Mtρ(t)M†t + (1− η)γ1σ−ρ(t)σ+dt+ γφ/2σzρ(t)σzdt
Tr[Mtρ(t)M†t + (1− η)γ1σ−ρ(t)σ+dt+ γφ/2σzρ(t)σzdt]

, (S34)

where the Kraus operator Mt depends on the measurement records at time t as

Mt = 1− (iH0 + iHdrift + γ1

2 σ+σ− + γφ
4 1)dt+

√
ηγ1

2 (σ−VItdt+ iσ−VQtdt). (S35)

We use here a numerically more stable formulation than Eq. (S19) for the SME in open loop [40].

• Compute the density matrix ρ(t+dt) after action of the feedback as ρ(t+dt) = e−iH
cont
t dtρopen(t+dt)e+iHcont

t dt.
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C. Role of each parameter on the state purity

All the parameters entering in the simulations whose results are in the Letter (γ1, γφ, η, TRabi, TFM, e, B and the
characteristic times of the 2 MHz bandpass) were measured independently, as explained in the previous sections of
the Supplementary Material. In order to get a better sense of how to explain the discrepancy between the measured
states and the expected ones, we here investigate numerically the effect of each of them on the stabilized states.

Modified parameter max stable excitation max stable 〈σy〉
none (as measured) 59 % 56 %
β = 0 instead of −10◦ 59 % 56 %
η = 1 instead of 0.35 95 % 66 %

Tφ =∞ instead of 22 µs 59 % 69 %
e = 0 instead of 64 ns (FM non-linearity) 59 % 57 %

no 2 MHz bandpass (but the JPC is still there) 59 % 53 %
no propagation delay instead of 120 ns 60 % 56 %

without JPC and 2 MHz filter and with e = 0 59 % 55 %

Table I: Summary of the impact of each parameter on the maximal coherence (more precisely 〈σy〉) and excitation probability
that can be stabilized according to Monte Carlo simulations. Note that experimentally, we find 59 % of excitation ((1 + 〈σz〉)/2
and 43 % for 〈σy〉 at max.

In Table I are summarized the predicted deviations to the maximal values of excitation and 〈σy〉 that one can
stabilize according to simulations using various alterations on the independently measured parameters. The full
results of these simulations is shown in Fig. S8 together with the experimental results.

From these figures, we arrive at the following conclusions:
• The performance of our feedback scheme is mainly limited by the finite detection efficiency η = 0.35. It appears
that it is the only parameter that can visibly affect the maximal excitation probability of the stabilized state.
The good match between the experimental value of maximal excitation and the predicted one implies that η is
compatible with our measurement.

• Qubit dephasing clearly limits the coherence of stabilized states. Having underestimated it (for a reason we
could not determine) could explain the discrepancy between experiment and simulations.

• The 2 MHz bandpass filter slightly improves the performance of the feedback. This observation is consistent
with a narrow filtering of the white thermal noise coming from the finite detection inefficiency. Note that in
the experiment, this classical noise is even larger before filtering due to imperfect components (noisy room
temperature amplifiers, imperfect rejection of the unwanted side-band of the mixers...), which motivated us to
add this filter in the first place.

• In the experiment, a non-zero 〈σx〉 appears when θ 6= 0, π. Such a deviation to 0 is also obtained with a
small non-linearity of the Stark shift (compare blue points) or when considering a finite detuning of the drift
terms compared to the qubit frequency (not shown). Note that for the simulations appearing in the Letter
(reproduced in red points here), we set a small angle β = −10◦ in order to have 〈σx〉 = 0 when θ = π/2, as
was done experimentally. The sign of 〈σx〉 is not reproduced in the simulations unless an additional detuning
of the drift terms is considered. Nonetheless, we see here that neither the small shift of β, nor the small Stark
non-linearity e, have a visible impact on the stabilized value of 〈σy〉 and 〈σz〉.

• The time delays, which are much shorter than T1, do not appear to have a significant impact.

D. Discussion about a possible underestimation of the dephasing rate

As shown in Table I, the discrepancy between experiment and simulation on the value of the coherence of stabilized
states could originate from an underestimation of the dephasing rate during feedback. As explained in section IA,
the dephasing rate has two contributions: a constant term γ∗ = (30 µs)−1 corresponding to pure dephasing, which is
present in absence of any drive, and measurement induced dephasing, which depends on the signals we sent near the
cavity frequency.

In this section, we investigate what is the exact dephasing rate in presence of feedback. Indeed, the FM box uses
ac-Stark effect to detune the qubit by a controlled amount w(t), which means that a residual measurement induced
dephasing γm is also present. We have tested two levels of approximations about γm.
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target

Measured parameters
Experiment

Figure S8: Results of the simulation for various alterations of its parameters. Each panel represents a different projection of
the Bloch vectors of the states that are predicted to be stabilized for all values of θ. The experimentally stabilized states are
shown as black dots for reference. The simulation results corresponding to the values of parameters that were independently
measured are shown in red. Every other curve represents the results of the same simulation when at least one parameter is
modified (see Table I)

• First, we have assumed that γm is constant despite the fluctuations of w(t) associated with the feedback protocol.
Using Ramsey interferometry when the drive with large amplitude ε0 is turned on in the FM box (but w = 0),
we find γm = (84 µs)−1. This is the value we have used in all this work.

• Second, we can simulate the full dynamics of the cavity+qubit system in presence of feedback. It would be
possible that the variations of γm in time due to the inputs of the MIMO controller lead to a decrease of the
coherence of stabilized states. With that aim, we compute the evolution of the fields αg and αe for a small
enough time step dt = 0.5 ns as
αg,e(t+ dt) = αg,e(t) + αg,e(t)

(
2iπ(∆∓ χ

2 )− κ
2
)

dt+G′eiβ
(
ε0 +G(V FM

β + iV FM
β+π/2)

)
dt,

where G, G′ and ε0eiβ are those appearing in Eq. (S9). These parameters of the simulations are determined by
matching the detuning of Eq. (S9) to the measured one Eq. (S33). Then, we compute the Stark shift and the
pure dephasing induced on the qubit state by the measurement performed by this tone probing the cavity as
w(t) = 2πχRe[αe(t)αg(t)∗]
γm(t) = 2πχIm[αeα∗g]

.
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We have performed simulations with both assumptions and show the resulting expected stabilized states in Fig. S9.
It appears that both assumptions have identical effects on the predicted coherence. This validates the approach of
the first assumption that we have used throughout the present work.

Simulation with constant 
Simulation including full dynamics

-1
-1 1

1

Figure S9: Results of simulations with both approximations about measurement induced dephasing. Note that for the simulation
including the cavity dynamics we have neglected the small effect of the out-of-phase signal by putting V FM

β+π/2 ' 0.
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